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CONSEQUENCES OF AI RISK

Financial Damage Litigation Risk Reputational 
Damage

Compliance Risk Security Risk IP Leakage
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EXAMPLE: MODEL BACKDOOR
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EXAMPLE: FINE-TUNING MISALIGNMENT

Fine-tuned variants were over 3x more susceptible to jailbreak instructions and over 22x more likely to produce a 

harmful response than the original foundation model. 

Llama-2-7B
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HOW DO WE 
APPROACH AND 
MITIGATE AI 
RISK?
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A ROADMAP FOR MANAGING AI RISK
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A ROADMAP FOR MANAGING AI RISK

Robust Intelligence
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A ROADMAP FOR MANAGING AI RISK

Robust Intelligence

File Scanning
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A ROADMAP FOR MANAGING AI RISK

Robust Intelligence

File Scanning AI Validation
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A ROADMAP FOR MANAGING AI RISK

Robust Intelligence

File Scanning AI Validation AI Protection



©2024 Databricks Inc. — All rights reserved©2024 Databricks Inc. — All rights reserved 41

A ROADMAP FOR MANAGING AI RISK

Robust Intelligence
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DATABRICKS AI SECURITY FRAMEWORK
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TAXONOMY FOR AI SAFETY & SECURITY
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SECURE DESIGN 
FOR REAL AI USE 
CASES
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SECURE, MODEL-AGNOSTIC AI APPLICATION 
DESIGN

LLM Security 
Standards Docs

LLM Application 
Design Docs

Secure LLM Reference 
Architectures
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INTRODUCING SECURE LLM REFERENCE 
ARCHITECTURES

ChatbotsRAG Agents
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RAG APPLICATIONS: THREATS & 
MITIGATIONS
Data Preparation

Vector Database

RAG

LLM

Response

E m b e d d i n g  M o d e lUser

Response Synthesis

Document 
Sto re

Vector
Da ta b a s e

LLM Response

LLM

Query Prompt



©2024 Databricks Inc. — All rights reserved©2024 Databricks Inc. — All rights reserved 49

RAG APPLICATIONS: THREATS & 
MITIGATIONS

E m b e d d i n g  M o d e lUser

Response Synthesis

Document 
Sto re

Vector
Da ta b a s e

LLM Response

LLM

Query Prompt

Data Preparation

Vector Database

RAG

LLM

Response

Attacks Mitigations Solutions

Data Integrity Access controls and audit trails; cryptographic hashes CSPM, CIEM

Data Poisoning Data filtering on input; updates to identify new adversarial inputs AI Firewall

Data Leakage Data anonymization and privacy controls; remove/obfuscate personal identifiers AI Firewall, DLP



©2024 Databricks Inc. — All rights reserved©2024 Databricks Inc. — All rights reserved 50

RAG APPLICATIONS: THREATS & 
MITIGATIONS

E m b e d d i n g  M o d e lUser

Response Synthesis

Document 
Sto re

Vector
Da ta b a s e

LLM Response

LLM

Query Prompt

Data Preparation

Vector Database

RAG

LLM

Response

Attacks Mitigations Solutions

Data Poisoning MFA, encryption, and regular vulnerability updates AI Protection [Vector DB Scanning]

Data Exfiltration Network segmentation and monitoring; end-to-end encryption

Injection Attacks Sanitize all input data; implement parameterized queries AI Protection [Vector DB Scanning]



©2024 Databricks Inc. — All rights reserved©2024 Databricks Inc. — All rights reserved 51

RAG APPLICATIONS: THREATS & 
MITIGATIONS

E m b e d d i n g  M o d e lUser

Response Synthesis

Document 
Sto re

Vector
Da ta b a s e

LLM Response

LLM

Query Prompt

Data Preparation

Vector Database

RAG

LLM

Response

Attacks Mitigations Solutions

Man-in-the-Middle Encrypt data in transit and verify the authenticity of the communicating parties SSL Certificates, Traditional Encryption

Response 
Tampering

Inspect user inputs; verify integrity of responses; implement consistency checks AI Firewall



©2024 Databricks Inc. — All rights reserved©2024 Databricks Inc. — All rights reserved 52

RAG APPLICATIONS: THREATS & 
MITIGATIONS

E m b e d d i n g  M o d e lUser

Response Synthesis

Document 
Sto re

Vector
Da ta b a s e

LLM Response

LLM

Query Prompt

Data Preparation

Vector Database

RAG

LLM

Response

Attacks Mitigations Solutions

Model Tampering Secure model storage and deployment environments; regularly audit model behavior File Scanning, AI Validation

Adversarial Attacks Inspect model inputs and outputs to block malicious prompts and harmful responses AI Firewall



©2024 Databricks Inc. — All rights reserved©2024 Databricks Inc. — All rights reserved 53

RAG APPLICATIONS: THREATS & 
MITIGATIONS

E m b e d d i n g  M o d e lUser

Response Synthesis

Document 
Sto re

Vector
Da ta b a s e

LLM Response

LLM

Query Prompt

Data Preparation

Vector Database

RAG

LLM

Response

Attacks Mitigations Solutions

Information 
Disclosure

Strict data governance policies; AI Firewall to prevent sensitive data leakage AI Firewall

Response 
Alteration

Inspect model outputs to detect and prevent the inclusion of sensitive data AI Firewall



©2024 Databricks Inc. — All rights reserved©2024 Databricks Inc. — All rights reserved 54

EXAMPLE: MODEL BACKDOOR
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EXAMPLE: INDIRECT PROMPT INJECTION
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SECURING RAG APPLICATIONS WITH ROBUST 
INTELLIGENCE

Scan AI Supply Chain Components

Automatically Validate Model 
Upon Upload

Custom Configure AI Firewall 
Guardrails

Easily Apply AI Firewall to 
Protect AI Apps in Production
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SECURING RAG APPLICATIONS WITH ROBUST 
INTELLIGENCE

Robust Intelligence

Robus t  I nt e l l i ge nc e
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KEYS TO SECURING THE AI 
TRANSFORMATION

Protect against evolving risks of AI

Reduce risk of security/safety compromises

Standardize AI security and governance

Cut cost/time spent on manual testing

Align AI security across stakeholders

Adhere to AI standards and regulations

Securing the AI Transformation

Unblock the enterprise AI mission by 
removing AI security hurdles

Securing the AI Transformation

Unblock the enterprise AI mission 
by removing AI security hurdles. 
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THANK YOU

YARON@ROBUSTINTELLIGENCE.COM
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